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Hello, I am Daniel :-)
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What is RISC-V?



Instruction Set Architecture (ISA)

RISC-V is an open, royalty-free instruction set architecture (ISA).

The architecture is modular. A RISC-V chip may have extensions such
as multiplication, floating point instructions, and some more, which
are being ratified over time.
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RISC-V Specifications

The specifications are a collection of multiple documents written
over time.

Instruction Set
https://five-embeddev.com/riscv-isa-manual/

Privileged Spec
https://riscv.org/wp-content/uploads/2017/05/riscv-privileged-
v1.10.pdf
Similar to x86 rings, there are privilege levels.

M-mode (machine)
S-mode (supervisor)
U-mode (user)
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Cores, Microcontrollers and SoCs (System on a Chip)

The first RISC-V chips have been produced already and can be found
in products.

There are some open cores, e.g., by T-Head.

Listing
https://riscv.org/exchange/cores-socs/

https://www.pine64.org/pinecil/
https://github.com/T-head-Semi/
https://riscv.org/exchange/cores-socs/
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Development Boards

BeagleV
https://liliputing.com/2021/07/beaglev-starlight-risc-v-single-board-
computer-canceled-a-new-model-may-be-coming-in-2022.html

would have cost about $150, canceled for mass production

SiFive HiFive Unleashed
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Allwinner D1 Boards

Nezha Lichee RV

D1s boards are coming as well, with 64MB RAM in package, e.g. from
MangoPi.



Allwinner D1 Boards

Nezha Lichee RV

D1s boards are coming as well, with 64MB RAM in package, e.g. from
MangoPi.



Firmware and Boot Loaders



RISC-V Upstream Boot Flow1

1https://riscv.org/wp-content/uploads/2019/12/Summit_bootflow.pdf

https://riscv.org/wp-content/uploads/2019/12/Summit_bootflow.pdf


SBI (Supervisor Binary Interface)

SBI is an interface described in the RISC-V privileged specification.

OpenSBI
Open source implementation in C, can be used as a library.

RustSBI
An open source implementation of SBI, written in Rust.
Both a crate and SoC-specific implementations are available.
https://github.com/rustsbi

https://github.com/riscv-software-src/opensbi
https://github.com/rustsbi


SBI (Supervisor Binary Interface)

SBI is an interface described in the RISC-V privileged specification.

OpenSBI
Open source implementation in C, can be used as a library.

RustSBI
An open source implementation of SBI, written in Rust.
Both a crate and SoC-specific implementations are available.
https://github.com/rustsbi

https://github.com/riscv-software-src/opensbi
https://github.com/rustsbi


SBI (Supervisor Binary Interface)

SBI is an interface described in the RISC-V privileged specification.

OpenSBI
Open source implementation in C, can be used as a library.

RustSBI
An open source implementation of SBI, written in Rust.
Both a crate and SoC-specific implementations are available.
https://github.com/rustsbi

https://github.com/riscv-software-src/opensbi
https://github.com/rustsbi


Das U-Boot

Commonly known from Arm platforms, U-Boot is used by many SoC
vendors in their SDKs.



Boot Flow Development

There is ongoing work towards UEFI and ACPI2.

2https://www.youtube.com/watch?v=3WS6vCAC0Vs

https://www.youtube.com/watch?v=3WS6vCAC0Vs


oreboot

Downstream fork of coreboot, written in Rust.

Initial RISC-V support was added in August 2019.
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LinuxBoot



u-root

A small initramfs builder with a userland written in Go.



Operating Systems



welcome to oreboot



Bare Metal Example

https://github.com/bigmagic123/d1-nezha-baremeta

https://github.com/bigmagic123/d1-nezha-baremeta


xv6

A small Unix, created at MIT, ported to D1 by Michael Engel
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Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


Linux

https://kernel.org/

In Linux mainline, online a few RISC-V SoCs and boards are
supported as of now.

Patches for D1, the Nezha board and others are pending in the
mailing lists.

So I took the mainline kernel and applied patches. :)

https://github.com/orangecms/linux/tree/v5.15.10-openwrt

Remark: For the D1, we need to drop into S-mode as of now.

https://github.com/orangecms/oreboot/tree/nezha-next

https://kernel.org/
https://github.com/orangecms/linux/tree/v5.15.10-openwrt
https://github.com/orangecms/oreboot/tree/nezha-next


From oreboot to RustSBI



From oreboot to Linux



Print Loop of Despair

_debug:
li t0, 0x02500000
li t2, 0x0
sw t2, 4(t0)

_loop:
li t1, 0x42424242
sw t1, 0(t0)
j _loop



Linux head.S Loop of Despair



Linux Instruction Fault



Linux Setup ecall Debugging



SBI console



Oops on float instruction



Welcome to u-root!



Networking and kexec



SD Card and kexec



Booting into OpenWrt



openSUSE



openSUSE



oreboot + RustSBI -> LinuxBoot -> openSUSE

… and SSH from my phone :)



Thank you!



Kudos …

… to everyone working on RISC-V.

… to Drew Fustini for organizing and hosting RISC-V community
meetups.

… to everyone involved in the oreboot project.

… to Luo Jia for creating and others contributing to RustSBI.

… to Sipeed, Allwinner, T-Head and others offering affordable SoCs
and boards.

… to Samuel Holland for assistance with bringup and mainlining
Linux and U-Boot patches.

… to Zoltan Herpai for the OpenWrt port3.

3https://git.openwrt.org/?p=openwrt/staging/wigyori.git;h=refs/heads/d1-5.15

https://git.openwrt.org/?p=openwrt/staging/wigyori.git;h=refs/heads/d1-5.15


Questions?



Advanced

Svpbmt ISA extension
http://lists.infradead.org/pipermail/linux-riscv/2021-
September/008578.html
https://github.com/riscv/virtual-memory/blob/main/README.md#s
vpbmt-page-based-memory-types

European Processor Initiative
https://www.european-processor-initiative.eu/epi-epac1-0-risc-v-
test-chip-samples-delivered/
https://www.european-processor-initiative.eu/successful-
conclusion-of-european-processor-initiative-phase-one/

rCore
https://github.com/rcore/

http://lists.infradead.org/pipermail/linux-riscv/2021-September/008578.html
http://lists.infradead.org/pipermail/linux-riscv/2021-September/008578.html
https://github.com/riscv/virtual-memory/blob/main/README.md#svpbmt-page-based-memory-types
https://github.com/riscv/virtual-memory/blob/main/README.md#svpbmt-page-based-memory-types
https://www.european-processor-initiative.eu/epi-epac1-0-risc-v-test-chip-samples-delivered/
https://www.european-processor-initiative.eu/epi-epac1-0-risc-v-test-chip-samples-delivered/
https://www.european-processor-initiative.eu/successful-conclusion-of-european-processor-initiative-phase-one/
https://www.european-processor-initiative.eu/successful-conclusion-of-european-processor-initiative-phase-one/
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